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Motivation Our solutions
Cross-modal retrieval
• Searching for data when the query and database have

different modalities (image and text).

Ambiguity problem
• Even a single image often contains various contexts.
• Visual manifestations of a caption vary significantly.

Drawbacks of previous set-based embedding
• Sparse supervision→ An embedding set most of whose

elements remain untrained.
• Set collapsing→ An embedding set with a small variance

which does not encode sufficient ambiguity.

Set collapsingSparse supervision

• Smooth-Chamfer similarity: 
Similarity function between 
sets that provides dense 
supervision without collapsing.

• Set-prediction module:          
The module captures diverse 
semantic ambiguity of input, 
motivated by slot-attn [3].

Smooth-Chamfer similarity

Proposed SC similarity associates 
• every possible pair 

→ Resolves sparse supervision
• with different degree of weights. 

→ Resolves set collapsing

[1] Polysemous Visual-SemanticEmbedding for Cross-Modal Retrieval, CVPR, 2019.
[2] ProbabilisticEmbeddings for Cross-Modal Retrieval, CVPR, 2021.
[3] Object-centric learning with slot attention, NeurIPS, 2020.

Ablation studies: similarity and model

Embedding space visualization

Embedding set elements & their nearest caption

Our method 
successfully resolves 
sparse supervision & 
set collapsing issues.

TL;DR: “We propose an efficient& effective cross-modal retrieval 

method that represents a sample with diverse embeddings.”

Set-prediction module

• Element slots compete for aggregating input, 
progressively transformed into embedding set.

• Competition between slots makes element 
encode substantially different semantics.

Slot-attn [3] based attention scheme (Ours)

Conventional transformer attention scheme

Previous work: Set-based embedding
• Represent the data with the set of embedding vectors

(embedding set) [1,2].
• Ambiguity of the data is addressed by elements of the 

embedding set, which represent diverse semantics.

Achieved SOTA on COCO, Flickr30K, CxC, and ECCV-caption
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